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Abstract 1 —This paper deals with study towards complex 

handwriting patterns and their understanding through deep 

neural networks. We also handle with hand-crafted features 

and merged it with auto-extracted deep features. A 

metaheuristic deep learner is also attempted here. All the 

techniques are tested on complex Bengali handwritten 

pattern and the system adaptability is also verified by 

various writers. We have obtained fairly good results in 

terms of writer verification task. 

Keywords—CNN, Handwriting; Metaheuristic deep learning; 

PSO; RNN. 

 

1. INTRODUCTION 

“Handwriting” is basically a kind of pattern. However, 

from the pre-historic era, it bears the connotation of 

human civilization. The handwriting instrument 

progressed from finger and wedge (on clay/sand and 

stone-based medium) to quill, pencil, fountain/ball-point 

pen, and again finger (on the touch-screen of a smart 

device). Though the world is going fast towards paperless 

e-world, “handwriting remains just as vital to the enduring 

saga of civilization (  ̶  Michael R. Sull)” [1].  

For computer scientists, automated analysis of 

handwriting is a recognized field-of-study owing to the 

ever-increasing complexity of extreme variation of 

writing. In data mining and image processing task, the 

handwritten digit/character classification [2] has become a 

benchmark to test any classifier performance. Also, 

promising results with fair accuracy have been obtained in 

recognizing free-form running texts in Roman-based 

western as well as some oriental scripts [3, 4]. However, 

handwriting analysis is challenging in multi-script (e.g. 

Alphabetic: English, Spanish etc., Abugida: Devanagari, 

Bengali etc., Logographic: Chinese, Hieroglyph etc., 

Abjad: Arabic, Hebrew etc.) environment [3-4, 39].  

In data/information retrieval task and online archiving 

of handwritten documents having historical importance 
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[6-8], major contribution is awaited. Though handwritten 

keyword spotting [5] takes a vital attention, the content 

and context analysis directly from handwritten document 

image is not attained by researchers. Such content/context 

analysis can play a major role in document classification 

and can assist in e-archiving. Writer identification [9] is 

also a standard problem in handwriting analysis. This 

problem can be perceived as a multi-class classification 

task to classify (identify) multiple writers. 

“Adaptability” in the context of handwriting analysis 

can be defined as the ability to adjust/recognize with the 

change in writing-strokes/patterns acquired in terms of 

individual, space, time, writing medium etc. A particular 

individual can write various forms of a certain character, 

known as allograph. Handwriting also varies at a different 

time with cursiveness, free-form, conscious writings. 

Therefore, an automated system should be nicely coped 

up with the new dataset and being learned continuously 

with time. The aspect of adaptiveness takes care such 

online learning over time. 

The “Cognition” refers “the mental action or process of 

acquiring knowledge and understanding through thought, 

experience, and the senses” [11]. Human “vision begins 

with the eyes, but actually takes place in the brain” [12]. 

In relation to our research work, after seeing the 

handwritten pattern image, the human brain signals its 

connotation. Actually, the human brain matches the 

writing pattern (through human vision system) with 

previously known/ learned patterns. Sometimes, in 

handwritten pattern matching or recall from memory 

becomes very difficult. A human brain grows up (from 

child to adult) with training. After being taught of 

vocabulary, writing patterns, multi-script knowledge etc., 

a brain is linguistically developed [13]. 

In this era of Artificial Intelligence (AI), one of the 

main goals of computer scientists is to build the artificial 

brain. However, before that is possible to be fully 

functional, it is essential to train the (artificial) brain. Our 

present work is to teach computers (machines) through 

handwriting - from simple to complex. 

Now-a-days the “deep learning architecture” [19] is 

used as a strong approach and also an up-and-coming 

promising machine learning tool. Automated handwriting 

analysis domain [14-16] is also taking some advantages of 

this architecture. Still, optical handwritten character 

recognition engine requires more sophistication. In this 

present research, taking assistance from deep learning 

architecture, we focus on to know how human cognition 

takes place to understand the handwritten patterns. It is 

perceived to help us to train the machine for automated 

analysis of complex handwriting. On the other hand, it is 
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also interesting to verify a writer from his/her complex 

handwritten pattern. 

In this paper, we merge handcrafted feature with the 

auto-extracted feature to experiment the impact of such 

hybrid learning technique. We have also approach 

towards a metaheuristic learning technique. All the 

learning techniques are tested on handwriting pattern 

towards tackling the problem of writer verification. 

The rest of the paper is as follows. Sec. 2 deals with the 

proposed method and Sec. 3 discusses the experimental 

results. Sec. 4 finally concludes the paper. 

 

2. PROPOSED METHOD 

We first extract two types of handcrafted features: 

textural and allographic for handwriting analysis. Then 

these handcrafted features are merged with CNN deep 

features. The writer verification task through complex 

handwriting pattern is dealt with CNN merged with MLP 

and Siamese net separately (refer Sec. 2.1). We also 

handle writer verification task with auto-derived features 

and RNN in Sec. 2.2. A PSO-based metaheuristic neural 

net learner is also attempted to deal with complex 

handwriting along with writer verification in Sec. 2.3. 

 

2.1. Writer verification with handcrafted features: 

Here we deal with writer verification using 

handcrafted features merged with CNN deep features. 

 

2.1.1. Feature Extraction: 

Here we discuss the employed hand-crafted features. 

 

2.1.1.1. Textural feature: 

In [36], for the contour hinge feature fch, two contour 

fragments, joined to a common end, making angles φ1 

and φ2 (φ2 ≥ φ1), spanning to all four quadrants (360
o
), 

are considered. A normalized histogram is generated with 

a joint probability distribution pf(φ1, φ2). Here, the 

number of histogram bins (nb) has been set to 12, leading 

to nb(2nb +1) = 300-dimensional feature vector. However, 

a total number of combinations of φ1 and φ2 is 4nb
2
 = 

576.  

 

2.1.1.2. Allographic Feature:  

Allographic features are extracted from various forms 

of characters. It is assumed that a writer acts as a 

stochastic generator of grapheme/ fragment (small 

broken-off part) shapes. The probability distribution of 

such grapheme shapes may be used as the feature.  

The handwritten patterns are segmented into 

graphemes/ fragments by segmenting the ink-trace at the 

minima of the lower contour vertically thorough the ink-

stroke-width of the upper contour. The grapheme 

codebook generation is standardized using Kohonen Self-

Organizing Map (KSOM)-2D [29]. We use 25X25 

KSOM-2D organization for an ordered map. For this 

purpose, some alternatives are k-means and KSOM-1D. 

We choose neither the k-means due to its disordered 

organization nor the KSOM-1D owing to linear 

unidirectional order. 

Now, we calculate the feature as distribution function 

of grapheme. A histogram of 625 (25X25) bins is 

generated considering every grapheme in one bin. A 

sample grapheme is matched with the nearest codebook 

prototype and put in a histogram bin, similar to [36]. From 

the histogram, we obtain a 625-dimensional normalized 

feature vector. 

 

2.1.2. Writer verification: 

Writer verification can be perceived as a binary 

classification problem, where the task is to classify a 

handwritten specimen written by a writer or not. 

Therefore, it can be perceived as binary classification 

problem having classes “yes” or “no”. 

Here the handcrafted features are merged with deep 

CNN features. 

 

2.1.2.1. CNN-MLP: 

Here we use the convolutional neural network (CNN), 

whose afterward portion is actually multi-layer perceptron 

(MLP). 

 

a) Textural CNN-MLP: We consider a square textural 

hinge map of 24X24. Although, one side of the main 

diagonal of this map is flat owing to φ2 ≥ φ1, it works 

well for being input to the CNN.  

This CNN architecture contains two convolution 

layers (C1 and C2), each followed by a sub-sampling 

layer (S1 and S2, respectively).  

The C1 convolutional layer has 16 feature maps of 

size 24X24. Each feature map is connected to a 3X3 

neighborhood in the input (filter size NF =3X3). 

The S1 subsampling (max-pooling) layer contains 16 

feature maps of size 12X12, each connected to a 2X2 (NK) 

neighborhood in the corresponding feature map in C1. 

The C2 convolution layer consists of 32 feature maps 

of size 12X12. Here, NF =3X3. 

The S2 sub-sampling layer contains 32 feature maps of 

size 6X6. Here, NK =2X2. 

Here, ReLU (Rectified Linear Unit) is used as 

activation function to the outcome of C1 and C2. 

The afterward portion of CNN is an MLP with 1 

hidden layer (H1). 

The output of the S2 layer (32@6X6) is fully 

connected with the following layer F1, which is the input 

layer of the adjunct MLP. The input of F1 has 1152 nodes 

(1152@1X1). The following hidden layer H1 contains 

512 nodes. 
The next layer is the output layer (OP1) and it contains 

3 output nodes. One extra node is remained for handling 

void or null (ϵ).   

 

b) Allographic CNN-MLP: Here, we use the 

abovementioned allographic feature map of size 25X25 to 

be fed to this CNN. 

The allographic CNN-MLP is quite similar to the 

above textural CNN-MLP, having 2 convolution layers 

(C1 and C2) each followed by 2 sub-sampling layers (S1 

and S2). 



Here also C1 convolutional layer has 16 feature maps 

of size 24X24 with NF=3X3. Likewise, the S1 sub-

sampling (max-pooling) layer contains 16 feature maps of 

size 12X12. Here NK= 2X2. 

The C2 and the S2 layer are little-bit different. Here, 

the C2 layer has 32 feature maps each of size 8X8. Here, 

NF=3X3. The S2 subsampling layer is of 32 feature maps 

each sized 8X4. Here, NK=1X2. 

Here also, we have used ReLU to the outcome of C1 

and C2. 

The output of S2 is fed into an MLP with 1 hidden 

layer. The input layer (F1) of MLP (F1) is fully connected 

with S2 (32@8X4). The F1 has 1024 nodes (1024@1X1). 

The following hidden layer contains 512 nodes. The 

output layer (OP1) contains 3 nodes having one extra 

node as void (ϵ). 

 

2.1.2.2. CNN-Siamese: 

Siamese neural network is a well-known architecture 

for ranking the similarity between two inputs [37, 38]. 

Here we use Siamese net for writer verification to know 

whether a handwritten sample is written by a particular 

writer or not. 

We embed the above textural CNN and allographic 

CNN to the Siamese net. 

 

a) Textural CNN-Siamese: Here the previous textural 

CNN is used without the MLP portion. So, the fully 

connected layer F1 having 1152 nodes is inputted to the 

Siamese. Siamese twin CNN comprises the same 

architecture. The similarity metric involves the contrastive 

loss [30] function. 

 

b) Allographic CNN-Siamese: Here also, we employ the 

previous allographic CNN without the MLP part. 

Therefore, the fully connected layer F1 with 1024 nodes is 

fed to the Siamese neural network. We use this same CNN 

for the Siamese twin. The contrastive loss function [30] is 

used as a similarity metric. 

 

 

2.2. Writer verification with auto-extracted features: 

We also perform the writer verification task using 

auto-extracted features followed by RNN classification. 

 

2.2.1. Auto-derived CNN feature: 

For auto-derived feature extraction, we use a patch-

based selection [31] to feed into the CNN. The input patch 

size is chosen as 64X64. This CNN architecture comprises 

of 4 convolutional layers (C1, C2, C3, and C4), each 

followed by a subsampling layer (S1, S2, S3, and S4).  

The C1, C2, C3, C4 layers contain 8, 16, 32, 32 

feature maps of size 64X64, 64X32, 32X16, 16X8 

respectively. For each convolution layers, NF=5X5. 

The S1, S2, S3, S4 sub-sampling (max-pooling) layers 

contain 8, 16, 32, 32 feature maps of size 64X32, 32X16, 

16X8, 8X4 respectively. For S1, S2, S3, S4, the NKs are 

1X2, 2X2, 2X2, 2X2, respectively. 

A full connection layer (FC1) is followed by S4 layer 

and we have obtained a 1024 dimensional auto-extracted 

CNN feature vector. 

 

2.2.2. RNN classification: 

The 1024 dimensional auto-derived feature is fed into 

a bi-directional Recurrent Neural Network (RNN) [32] for 

writer verification task. The number of nodes in the RNN 

input layer is the dimension of the feature vector. The 

output layer contains 3 nodes. One ϵ node at output layer 

is extra and remains as null. We use two distinct hidden 

layers for forward and backward sequences separately. 

Here, LSTM (Long Short-Term Memory) [33] blocks are 

used as hidden units. These two hidden layers contain 256 

and 128 LSTM memory cells, respectively. 

 

2.3. Writer Verification with Metaheuristic learner: 

Here we deal with writer verification by feed-forward 

metaheuristic neural network. 

 

2.3.1. Feature Extraction: 

Here we use the same textural feature “hinge” of size 

300 (refer Sec. 2.1.1.1). 

 

2.3.2. Classification using FNN with PSO: 

Classification with the feed-forward neural network is 

quite traditional technique. However, our main intention is 

to work with a metaheuristic learner [35]. Hence, in this 

current task, we start with the feed-forward neural 

network (FNN) to get the essence of metaheuristic 

optimization. Meta-heuristic algorithms have proved their 

efficiency in optimizing neural nets alongside neural net 

optimization techniques such as backpropagation [35]. 

Optimization of a neural network comprises of many 

tasks such as node optimization, layer optimization, 

learning rule optimization, connection weight 

optimization, and sometimes overall architecture 

optimization. Here we deal with only the simultaneous 

optimization of the connection weights and transfer 

parameters. 

Particle Swarm Optimization (PSO) is a popular 

technique among population-based state-of-the-art meta-

heuristic algorithms. It imitates the searching behavior of 

swarms, and depends on the velocity and position of a 

swarm. The velocity is updated in order to update the 

position of the particles in a swarm. So, the whole 

population moves towards an optimal solution. More 

details on PSO can be found in [34]. 

Here, we have employed the non-linear transfer 

function tan-hyperbolic adaptive. 

 

3. EXPERIMENTAL RESULT AND DISCUSSION 

 

3.1 Employed Database: 

For experimental analysis, we have used an in-house 

dataset of 100 writers. Each writer wrote 3 pages of 

Bengali writing. We perform the experiment on Bengali 

script, since it has more about 300 complex character 

patterns. For writing consistency, the writers were 



provided pen and paper. Otherwise, the handwriting 

samples were collected in an uncontrolled fashioned. 

 

3.2. Experimental Results: 

We have shown the writer verification performance 

measure in terms of EER (Equal Error Rate). The results 

are shown in the following TABLE I. We have obtained 

the best performance on textural CNN-Siamese. 

TABLE I.  WRITER VERIFICATION PERFORMANCE 

Method EER (%) 

Textural CNN-MLP 3.6 

Allographic CNN-MLP 4.1 

Textural CNN-Siamese 2.4 

Allographic CNN-Siamese 3.3 

CNN-RNN 2.9 

PSO-FNN 4.7 

 

The state-of-the-art method [36] using hinge feature 

with χ
2
 distance produced EER of 5.2 while testing on our 

database. In comparison with this state-of-the-art method 

[36], our PSO-FNN method performed well. Overall the 

textural feature worked better. The performance of CNN 

and RNN hybridization is also impactful. 

 

4. CONCLUSION 

In order to access the effectiveness of the conceived 

learning mechanism, we have considered the handwriting 

trait to assess its applicability in digital document analysis 

domain. The handcrafted feature embedding in CNN is 

new here to the best of our knowledge. The hybridization 

of CNN and RNN is relatively new in literature for such 

task. The metaheuristic neural net learner is also relatively 

very new and required to be investigated more. Although 

we have obtained fairly well outcome using PSO on FNN, 

in future we would like to investigate on different neural 

architecture.  

This research has high potential to produce adaptive 

metaheuristic deep learning model (with aid from human 

cognition), which can be applied in automated 

handwriting analysis. We will also explore the promising 

adaptive techniques in handwriting research and build a 

reliable everlasting learning artificial cognitive model. On 

the other hand, automated handwriting analysis has 

positive impacts on the fields of Forensics, Biometrics, 

Library and Data Science. So, this research will discover 

encouraging practical contribution to these fields. 
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